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ABSTRACT
We test semianalytic models for galaxy formation with accurate kinematic data of damped Lya proto-

galaxies presented in a companion paper. The models envisage centrifugally supported exponential disks
at the centers of dark matter halos, which are Ðlled with ionized gas undergoing radial infall to the disks.
The halo masses are drawn from cross section weighted mass distributions predicted by cold dark matter
(CDM) cosmogonies, or by the null hypothesis that the dark matter mass distribution has not evolved
since zD 3 (i.e., the Tully-Fisher [TF] models). In our models, C IV absorption lines detected in damped
Lya protogalaxies arise in infalling ionized clouds, while the low-ion absorption lines arise from neutral
gas in the disks. Using Monte Carlo methods, we Ðnd that : (1) The CDM models are incompatible with
the low-ion statistics at more than 99% conÐdence, whereas some TF models cannot be ruled out at
more than 88% conÐdence. (2) Both CDM and TF models are in general agreement with the observed
distribution of C IV velocity widths. (3) The CDM models generate di†erences between the mean veloci-
ties of C IV and low-ion proÐles that are compatible with the data, while the TF model produces di†er-
ences in the means that are too large. (4) Both CDM and TF models produce ratios of C IV to low-ion
velocity widths that are too large. (5) Neither CDM nor TF models generate C IV versus low-ion cross-
correlation functions compatible with the data. While it is possible to select model parameters resulting
in agreement between the models and the data, the fundamental problem is that the disk-halo conÐgu-
ration assumed in both cosmogonies does not produce signiÐcant overlap in velocity space between C IV

and low-ion velocity proÐles. We conjecture that including the angular momentum of the infalling clouds
will increase the overlap between C IV and low-ion proÐles.
Subject headings : galaxies : evolution È galaxies : ISM È quasars : absorption lines

1. INTRODUCTION

This is the second of two papers that discuss ionized gas
in damped Lya systems. In Paper I (Wolfe & Prochaska
2000) we presented velocity proÐles drawn from a sample of
35 damped Lya systems for the high ions C IV and Si IV, and
the intermediate ion Al III. Comparison among these pro-
Ðles and with proÐles previously obtained for low ions such
as Fe II showed the damped Lya systems to consist of two
distinct kinematic subsystems : a low-ion subsystem com-
posed of low and intermediate ions, and a high-ion sub-
system containing only high ions. The evidence
distinguishing between the kinematic subsystems is robust
and stems from a battery of tests comparing distributions of
various test statistics. It also stems from di†erences between
the C IV versus low-ion or C IV versus Al III cross-
correlation functions on the one hand, and the C IV versus
Si IV or Al III versus low-ion cross-correlation functions on
the other. While the latter have high amplitude and small
velocity width, the former have lower amplitude and wider
velocity width. This is because velocity proÐles of ions
arising in the same kinematic subsystem comprise narrow
velocity components that line up in velocity space, whereas

1 Visiting Astronomer, W. M. Keck Telescope. The Keck Observatory
is a joint facility of the University of California and the California Institute
of Technology.

velocity components arising from ions in di†erent kine-
matic subsystems are misaligned in velocity space.
However, the existence of a statistically signiÐcant C IV

versus low-ion cross-correlation function suggests that the
two subsystems are interrelated. This is also indicated by a
systematic e†ect in which the C IV proÐle velocity widths,

are greater than or equal to the low-ion proÐle veloc-*vC IV
,

ity widths, in 29 out of 32 systems.*vlow,
In Paper I we claimed that these phenomena indicate

that the two subsystems are located in the same gravita-
tional potential well. In this paper we expand on this idea
with speciÐc models. The models assume that the low-ion
subsystems are centrifugally supported disks of neutral gas
located at the centers of dark matter halos (see Mo, Mao, &
White 1998 ; hereafter MMW), whereas the high-ion sub-
systems comprise photoionized clouds undergoing infall
from a gaseous halo to the disk. That is, we assume that the
dark matter halos contain hot virialized gas in pressure
equilibrium with the photoionized clouds. The hot gas
undergoes a subsonic cooling Ñow toward the disk, while
the denser clouds infall at velocities approaching free fall
(Mo & 1996 ; hereafter MM). The modelsMiralda-Escude�
are set in a cosmological context by computing the mass
distribution and other properties of the dark matter halos
using Press-Schechter theory and the cold dark matter
(CDM) cosmogonies adopted by semianalytic models for
galaxy formation. We also consider the null hypothesis that
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galaxies at zB 3 have the same dynamical properties as
nearby galaxies (this model, the Tully-Fisher [TF] model, is
deÐned in ° 2.4.2).

We test the models using a Monte Carlo technique for
computing absorption spectra arising when sight lines that
randomly penetrate intervening disks also intercept ionized
clouds in the halo. Section 2 presents models for the neutral
gas. We discuss properties of the disk, the cosmological
framework, and Monte Carlo techniques. In ° 3 we discuss
models for the ionized gas. We derive expressions for the
structure and kinematics of the two-phase halo gas. Expres-
sions for C IV column densities of the clouds are derived. In
° 4 we give results of the Monte Carlo simulations for the
low-ion gas for both CDM and TF models. Results of
Monte Carlo simulations for the ionized gas are given in ° 5.
Here we also consider tests of correlations between the
kinematics of the high and low ions. In ° 6 we investigate
how the results of ° 5 are a†ected by changes in some key
parameters, such as central column density and low-end
cuto† to the input dark matter halo mass distribution. Con-
cluding remarks are given in ° 7.

2. MODELS OF THE NEUTRAL GAS

2.1. Cosmological Framework
To place the model in a cosmological context, we assume

that bound dark matter halos evolve from linear density
contrasts, d(x, t)4 do/o, according to gravitational insta-
bility theory for Friedmann cosmologies (Peebles 1980). We
consider adiabatic CDM models (ACDM) in which thed

k
,

Fourier transforms of d(x, t), are Gaussian distributed with
a variance given by P(k), the power spectrum at the epoch of
radiation and matter equality. We also consider iso-
curvature CDM models (ICDM) in which the are notd

kGaussian distributed (Peebles 1999b). The or more spe-d
k
,

ciÐcally, the rms density contrasts in spheres with mass
scale M, i.e., grow with time until they go nonlinear and*

M
,

collapse. According to the spherical collapse model, this
occurs when the predicted by linear theory equals*

M
d
c
\

To compute n(M, z)dM, the density of bound halos in1.68.
the mass interval (M, M ] dM), we follow previous authors
(e.g., MMW) who used the Press-Schecter formalism in the
case of ACDM. In Appendix A we derive an expression for
n(M, z)dM in the case of ICDM.

We also test the null hypothesis that little or no evolution
of galaxies has occurred since the epochs of damped Lya
absorption ; that is, a hypothesis assuming that current
disks, with higher ratios of gas to stars, were in place at
z[ 3. This scenario resembles the semianalytic models in
that we assume that centrifugally supported disks reside at
the centers of dark matter halos Ðlled with hot gas at the
virial temperatures. However, we do not assume a CDM
power spectrum or the Press-Schecter formalism to
compute the mass distribution of halos. Rather, we assume
that (1) the luminosity function of galaxies in the redshift
range of the damped Lya sample in paper I, i.e., z\ [2, 5], is
given by the Schecter function determined from nearby gal-
axies (e.g., Loveday, Tresse, & Maddox 1999) ; (2) galaxies at
these redshifts obey the same Tully-Fisher relationship
between luminosity and rotation speed as at z\ 0 ; and (3) a
correlation between disk radial scale length and disk rota-
tion speed exists. This model, hereafter referred to as TF, is
an extension of the rapidly rotating disk model suggested
by Prochaska & Wolfe (1997, 1998 ; hereafter PW97 and

PW98, respectively). We describe this model in more detail
in the following sections.2

Throughout the paper, we compare results for the TF
model and four CDM cosmogonies. The cosmological set-
tings of the CDM models are speciÐed by (1) the current
total matter density, (2) the cosmological constant,)

M
; )" ;

(3) the Hubble constant, h, where km s~1h \H0/100
Mpc~1 ; (4) the rms linear density contrast at z\ 0 inp8,spheres of radius 8 h~1 Mpc; and (5) n, the power-law index
for the power spectrum, in cases where P(k)P kn. The
values of the parameters are given in Table 1. The SCDM,
"CDM, and OCDM are normal ACDM models. In all
three cases, P(k) is given by the Bardeen et al. (1986) expres-
sion (which is not a power law). In the ICDM model, we
follow Peebles by assuming P(k) P kn and n \ [1.8. The
cosmological parameters specifying the TF model are also
given in Table 1.

2.2. Disk Models
Most semianalytic models assume that the neutral gas

causing damped Lya absorption is conÐned to centrifugally
supported disks at the centers of dark matter halos (e.g.,
Kau†mann 1996 ; MMW). The spherical collapse model is
used to deÐne the limiting virial radius as the radiusr200,within which the mean density of dark matter equals

where is the critical density of the universe200ocrit(z), ocrit(z)at redshift z. Thus, the circular velocity at isV200, r200,
related to and M, the halo mass within byr200 r200,

V200 \ [10GH(z)M]1@3 , r200 \ V200
10H(z)

, (1)

where H(z) is the Hubble parameter, (a~1da/dt), at z. MMW
also deÐne and as the fractions of halo mass, M, andm

d
j
dangular momentum, J, in disk baryons. Assuming the halos

to be singular isothermal spheres embedding disks having
exponential surface density proÐles with radial scale lengths

they Ðnd thatR
d
iso,

R
d
iso \ 1

J2

j
d

m
d

jr200

B 8.8 h~1 kpc
A j
0.05
BA V200

250 km s~1
B

]
CH(z)

H0

D~1A j
d

m
d

B
, (2)

and

N0iso \ 4.8] 1022 h cm~2 m
d

0.05
A j
0.05
B~2

]
V200

250 km s~1
H(z)
H0

Am
d

j
d

B2
, (3)

2 We could have adopted luminosity functions that are measured in this
redshift interval. The most accurate determinations are for the Lyman-
break galaxies (Steidel et al. 1999). However, we rejected this procedure
because the rotation speeds of these objects have not been measured, nor is
it known whether or not they contain rotating disks. The strong clustering
exhibited by the Lyman-break galaxies suggests otherwise. Nevertheless,
we brieÑy discuss this possibility in ° 6.2.
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TABLE 1

MODEL PARAMETERS

Parameter SCDM "CDM OCDM ICDM TF

)
M

. . . . . . . . 1.0 0.3 0.2 0.2 0.3
)" . . . . . . . . 0.0 0.7 0.0 0.8 0.7
h . . . . . . . . . . 0.5 0.7 0.7 0.7 0.7
p8 . . . . . . . . . 0.6 1.0 1.03 0.9 . . .
n . . . . . . . . . . a a a [1.8 . . .

a CDM power spectrum given by Bardeen et al. (1986) expression.

where the spin parameter of the halo
j \ J oE o1@2G~1M~5@2 (where E is the total energy of the
halo), and is the central H I column density perpendicu-N0lar to the disk. The distribution of j is given by

p(j)dj \ 1

J2npj
exp
C
[ ln2(j/SjT)

2pj2
D dj

j
, (4)

where the mean and dispersion are determined from
numerical simulations to be SjT \ 0.05 and (seepj \ 0.5
Barnes & Efstathiou 1987).

For the TF models, we infer the parameters of the halo
from observed properties of the disk. Thus, we use model
rotation curves to infer from the observedV200 Vmax,maximum rotation speed (see below). We then use equation
(1) to obtain the mass and virial radius of the halo. In this
case, we obtain the radial scale length and central column
density of the disk by adopting the following correlations
inferred by MMW from the spiral galaxy data of Courteau
(1996, 1997) :

R
d
Cor \ [1.25] 7.4

A Vmax
250 km s~1

B
h~1 kpc , (5)

N0Cor\ 3.6] 1022`0.45(Vmax@250 km s~1)k~1 h cm~2 , (6)

where k is the mean molecular weight of the gas.

2.3. Rotation Curves
We next turn to the mass distribution of the halo. This is

crucial for determining both the rotation curve of the disk
and the dynamics of gaseous infall discussed in ° 3. For our
model, we adopt the analytical Ðt to the halo mass distribu-
tion found in the N-body simulations of Navarro, Frenk, &
White (1997 ; hereafter NFW). In this case the halo rotation
curve, deÐned by has the formVrot(r)4 [GM(r)/r]1@2,

Vrot(r)\ V200
Sc

x
ln(1] x)[ x/(1 ] x)
ln(1] c)[ c/(1 ] c)

, x \ r
r
s
, (7)

where the concentration parameter and atc4 r200/rs, r \
the halo mass density o P r~2. NFW developed a self-r

sconsistent theory in which c depends on and redshift, z,V200in the sense that at a given z, c declines with increasing V200,
and at a given c decreases with z. We use the algo-V200,rithms described in NFW to compute c\ c(z, NFWV200).halo rotation curves corresponding to z\ 2.5, j \ 0.05,
m\ 0.05, and the "CDM cosmology appear as solid curves
in Figure 1 for km s~1. As expected,V200 \ 50È250 Vrot \at Curves with lower appear to rise moreVmax r B 2r

s
. V200rapidly in the interval r \ [0, because the ratior200] r

s
/r200decreases with decreasing V200.

FIG. 1.ÈNFW rotation curves corresponding to z\ 2.5, j \ 0.05,
m\ 0.05, and the "CDM cosmology. Solid curves show halo rotation
curves from eq. (9) corresponding to 100, 150, 200, and 150 kmV200 \ 50,
s~1. Dotted curves show rotation curves resulting from modiÐcations due
to adiabatic contraction and disk self-gravity. Curves are plotted out to
r200

However, the expression for the halo in equation (7)Vrot(r)is incomplete, since it ignores the presence of the disk. Self-
gravity of the disk a†ects the mass distribution of the halo
through adiabatic contraction (Blumenthal et al. 1986). We
used the MMW formalism to compute rotation curves due
to contracted halos and found that di†ered from theVrot(r)expression in equation (7) by less than B15%. Given the
uncertainties in the models, we ignore these corrections and
use the halo mass distribution implied by equation (7) when
computing dynamics of infall.

On the other hand, the rotation curve of the disk can
di†er signiÐcantly from equation (7) when the disk contri-
bution to the net potential gradient is added to that of the
contracted halo. MMW compute the scale length and
central column density of centrifugally supported exponen-
tial disks in adiabatically contracted NFW halos formed by
spherical collapse. In comparison with halos modeled as
singular isothermal spheres, they Ðnd

R
d
MMW\ R

d
iso f

c
~1@2 f

R
, N0MMW\ N0iso f

c
f
R
~2 . (8)

Explicit expressions for the functions and are given byf
c

f
RMMW. They then use the new disk parameters to calculate

the modiÐed for disks embedded in NFW halos.Vrot(r)Examples of modiÐed corresponding to j \ 0.05,Vrot(r)and z\ 2.5 are shown as dotted curves in Figurem
d
\ 0.05,

1. Clearly, the rotation speeds sampled by sight lines tra-
versing these model disks lie between and theV200 f

V
V200,
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maximum of the modiÐed disk rotation curve, where af
V
,

function tabulated by MMW, exceeds unity. Given the wide
range of possible rotation curves appropriate for model
damped Lya systems (see PW98), we assume that the disk
rotation curves have either of the following constant speeds :

Vrot(r)\ V200 ] 4
5
6
0
0
1

,f
V

(9)

For the TF models, is not given a priori. Rather, weV200assume and that is selected from anVrot(r)\ Vmax Vmaxempirical distribution derived from the TF relation (see
° 2.4.2). The radial scale length and central column densities
then follow from equations (5) and (6). In this case, V200 \

orVmax V200 \ Vmax/fV.

2.4. Monte Carlo Models
In previous work (PW97, PW98) we tested models by

comparing predicted and empirical distributions of the four
test statistics for the low ions (Fig. 6 in Paper I). The model
distributions were computed by a Monte Carlo technique in
which low-ion absorption proÐles were produced by sight
lines traversing 10,000 randomly oriented disks, and test
statistics were determined for each proÐle. In PW97, the
disk models were based on the simplifying assumption of
identical disks with Ñat rotation curves characterized by a
single rotation speed, while in PW98 more realistic forms of

were used for the identical disks. Here we extend thisVrot(r)approach to account for the distributions of halo masses
and spin parameters.

2.4.1. CDM

MMW give an expression for the cumulative probability
that sight lines to the background QSOs intercept disks in
halos with masses exceeding that corresponding to theVmax :result is averaged over p(j). For the Monte Carlo model, we
require the di†erential expression ; that is, the probability
for intercepting disks in the spin parameter interval (j,
j ] dj), circular velocity interval and(V200, V200 ] dV200),
redshift interval (z, z] dz). The result is given by

dPCDM(z, j, V200)\
C
dz

n
2

(1] z)3
A
[c

dt
dz
BD

]djp(j)[R
d
iso(V200, j, z)N0iso(V200, j, z)]2

]dV200 n(V200, z)F(N0iso) , (10)

where

F(N0iso)\

]

4

5

6

0
0

1

(N0iso)2
C1
2

] ln
AN0iso

N
l

BC
1 ] ln

AN0iso
N

l

BD
N0iso [ N

l
,

1

2N
l
2

N0iso \ N
l
,

(11)

and

n(V200, z)\ n(M, z)
K dM
dV200

K
. (12)

Here cm~2 is the threshold column densityN
l
\ 2 ] 1020

for damped Lya surveys (e.g., Wolfe et al. 1995).
For given redshift intervals and cosmologies, the function

describes a surface above the (j, plane. To formdPCDM V200)
synthetic samples of 10,000 low-ion proÐles, we randomly

draw (j, pairs according to the height of the surfaceV200)above the plane. To assure compliance with the damped
Lya surveys, sight lines resulting in observed H I column
densities less than are thrown out. We restrict theN

lboundaries of the surface to km s~1 to insureV200\ 300
that gas in virialized halos has ample time to cool and
collapse to the disk (e.g., Rees & Ostriker 1977) by redshift
z\ 2.6, the median redshift of the kinematic sample. We
also assume that cuts o† below km s~1,dPCDM V200 \ 30
since gas photoionized to temperatures of D104 K by the
UV background radiation escapes from dark matter
halos with km s~1 (Thoul & Weinberg 1995 ;V200 \ 30
Navarro & Steinmetz 1997 ; Kepner, Babul, & Spergel
1997 ; we investigate the consequences of modifying this
restriction in ° 6). Figure 2 shows the resulting distributions
of for all the CDM models in Table 1. All the CDMV200curves exhibit maxima near the cuto† predicted byV200hierarchical cosmologies, and as predicted, the curves
decline with increasing As expected, the largest frac-V200.tion of massive halos is indicated for the ICDM models.
Thereafter, the fraction decreases progressively from
OCDM, to "CDM, to SCDM adiabatic models.

2.4.2. T F

The curve labeled TF in Figure 2 represents the null
hypothesis discussed above. In this case, the x-axis corre-
sponds to rather than This is because is aVmax V200. V200theoretical construct, whereas the null hypothesis is based

FIG. 2.ÈInput circular velocity distributions for the CDM and TF
models used in Monte Carlo simulations. Computed as described in the
text for the velocity interval (30, 300) km s~1. The abscissa corresponds to

in CDM and in TF models.V200 Vmax
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only on the observed properties of current galaxies. The
crucial relationship here is the Tully-Fisher equation that
connects L and i.e.,Vmax,

L (Vmax)\ L
*
(Vmax/V*

)c , (13)

where is for a galaxy with luminosity WithV
*

Vmax L \ L
*
.

the last equation, we can obtain expressions for the inter-
ception probability,

dPTF(z, Vmax)\
C
dz

n
2

(1] z)3
A
[c

dt
dz
BD

][R
d
Cor(Vmax, z)N0Cor(Vmax, z)]2

]dVmax n(Vmax, z)F(N0Cor) , (14)

where is the present density of galaxiesdVmax n[L (Vmax)]with maximum rotation velocities in the interval (Vmax, Vmaxand is given by equation (11), with] dVmax), F(N0Cor) N0Corsubstituted for To determine we assume aN0iso. n[L (Vmax)],Schecter luminosity function ; i.e.,

dVmax n(Vmax, z)\ '
*
(L /L

*
)~a exp ([L /L

*
)d(L /L

*
) . (15)

The TF curve depends on the parameters a, c, and forV
*
,

which we assumed values of 1.0, 3.0, and 250 km s~1,
respectively. These are representative for the values of pa-
rameters adopted by Gonzalez et al. (2000), who computed

0). They analyzed data sets from extensive surveysn(Vmax,carried out at B magnitudes. However, using Cepheid cali-
brated galaxies, Sakai et al. (2000) derive TF relations indi-
cating lower values of (B180 km s~1) for theV

*B-magnitude TF relation. Low values of as well asV
*
,

higher values of c, are indicated by their I-band TF relation,
and from similar relations found by Giovanelli et al. (1997).
In ° 6 we discuss the sensitivity of our results to these
parameters. The point we wish to emphasize is that for
acceptable ranges of these parameters, the TF curve di†ers
from the CDM curves in that it (1) peaks at VmaxB V

*
/2 B

km s~1, which is large compared to the 30 km s~1 peak130
of the CDM curves ; (2) has little power near the latter peak ;
and (3) falls o† exponentially when Of course,V200[ V

*
/2.

the comparison with CDM is inexact, since dependsPCDMon while depends on Still, the di†erencesV200, PTF Vmax.between and are not large enough to invalidateV200 Vmaxthese conclusions.

3. IONIZED GAS

Assume that disks arise from the infall of ionized gas
predicted to Ðll dark matter halos. According to the MM
model, the halo gas is accreted during merger events with
other halos and is shock-heated to the virial temperature of
the halo, we assume k \ 0.4. ThekTvir 4 (1/2)(kmH V 2002 ) ;
duration of the accretion phase is presumably short com-
pared to the time interval between events. For the masst

M
,

interval corresponding to 300] km s~1,V200\ [30, Tvirranges between 3] 104 and 3 ] 106 K. In the case of
massive halos, the cooling time, exceeds the age of thetcool,gas, at Because the density of the gas increasest

M
, r \ r200.

with decreasing radius, decreases with decreasingtcoolradius until at the cooling radius, Attcool \ t
M

rcool. r \ rcoolthe gas moves radially inward in a quasi-static cooling Ñow
(Fabian 1994). Cool clouds form in pressure equilibrium
with the hot gas, since the hot gas is thermally unstable.
Due to the loss of buoyancy, the denser clouds fall inward at
speeds determined by the imbalance between gravity and

ram pressure. Because of rapid cooling, most of the gas in
lower mass halos cools before moving inward, but within a
limited range of halo masses there is always hot low-density
gas left over, which also moves inward in a cooling Ñow and
exerts pressure on cooler clouds that have formed. The MM
hypothesis is that the cool clouds are photoionized by back-
ground UV radiation and that they are the sites of C IV

absorption lines in QSO absorption systems. Here we
extend this hypothesis to model the ionized gas causing C IV

absorption in damped Lya systems.

3.1. Two-Phase Structure of the Halo Gas
Following MM, we assume that the hot gas is in hydro-

static equilibrium with the dark matter potential and that it
exhibits adiabatic temperature and density proÐles out to

At the hot gas eitherrmin\ min (rcool, r200). r [ rmin,follows isothermal proÐles, when or does notr200[ rcool,exist, when In Appendix B we derive expres-r200\ rcool.sions for and for and the density and tem-rcool, o
h
(r) T

h
(r),

perature proÐles, respectively, for hot gas in halos
corresponding to the unmodiÐed NFW rotation curves in
equation (7). Examples of pressure proÐles for high- and
low-mass halos are shown in Figure 3. The Ðgure shows the
gas pressure in high-mass halos to be 10È100 times higher
than in low-mass halos. The high pressures are mainly due
to the higher virial temperatures of massive halos.

FIG. 3.ÈSolid curves : Pressure proÐles for hot gas in halos with V200 \
(left) and 250 km s~1 (right). Pressure proÐles are given by product of100
and the density and temperature, respectively, of the hot gas.o(r)

h
T
h
(r),

ProÐles are computed according to prescription in Appendix B. Dot-
dashed curves : Smooth density of cool gas times temperature of clouds ; i.e.,

When latter exceeds pressure of hot gas, pressure equilibriumo
c
Tcld.between cool clouds and hot gas breaks down (see ° 4.1).
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Gas in the cool phase comprises identical uniform spher-
ical clouds with mass radius temperatureMcld, Rcld, Tcld,and internal density We adopt the MM model byoint.assuming that clouds form at with massr \ rminand temperatureMcld(rmin)\ 4 ] 105 M

_
, Tcld \ 2 ] 104

K, since they are assumed to be photoionized. To compute
MM assume that is set by pressure equilibriumRcld, ointwith the surrounding hot gas ; i.e., oint \o

h
T
h
/Tcld.However, this assumption is incorrect for a wide range of

halo masses and radii. SpeciÐcally, pressure equilibrium
breaks down when the pressure is sufficiently low for toRcldequal the mean distance separating clouds. This will occur
when the average density of cool gas, exceedso

c
(r), oint(r) ;i.e., when According to MM, is given byo

c
Tcld [o

h
T
h
. o

c
(r)

o
c
(r)\ C1

r2 , (16)

where the constant is evaluated in Appendix C. Figure 3C1demonstrates how the radius at whichrcross, o
c
Tcld \o

h
T
h
,

decreases with increasing In Figure 4 we plotV200. rcross,and versus for a "CDM cosmology, NFWrcool, r200 V200halos, and z\ 2.5 (we also plot the cooling radius of a
singular isothermal sphere, for comparison withRcool,NFW halos). The point of the Ðgure is to show that (1)
pressure equilibrium breaks down throughout halos with

km s~1, (2) pressure equilibrium breaks downV200 \ 100

FIG. 4.ÈCritical radii vs. for "CDM cosmology, NFW halos, andV200z\ 2.5. the cooling radius of an inÐnite isothermal sphere, is com-Rcool ,puted from eq. (B7), and the cooling radius of a NFW halo, is com-rcool ,puted from eq. (B6). The ““ virial radius ÏÏ is computed from eq. (3). Ther200crossing radius, computed from eq. (C8), is the radius within whichrcross,pressure equilibrium breaks down. Note that forrmin \min (r200, rcool)values of where At km s~1,V200 rcross ¹ r200. V200 \ 100 rmin \ rcross \(see ° 4.2).r200

only near the centers of halos with km s~1, (3)V200 [ 100
for halos with km s~1, and (4)rmin\ r200 V200 \ 250

for halos with km s~1. These trendsrmin\ rcool V200 [ 250
are qualitatively similar for all the background cosmologies
in Table 1.

In order to compute the structure of the cool clouds, we
assume at As a result,oint\ o

c
r \ rcross.

oint(r) \
4
5
6

0
0
o
h
(r)T

h
(r)

T
c

r [ rcross ,

o
c
(r) r \ rcross .

(17)

The cross section of the infalling clouds is then given by

A(r) \ n
C3Mcld(r)

4n
D2@3

4

5

6

0
0
C T

c
T
h
(r)o

h
(r)
D2@3

r [ rcross ,

C 1

o
c
(r)
D2@3

r \ rcross ,
(18)

which will be smaller than the value computed from pres-
sure equilibrium at At is assumedr \ rcross. r [ rcross, Mcldto be a function of r, since the clouds may sweep up hot gas
as they fall inward (see Benjamin & Danly 1997 for a dis-
cussion of this problem). At the density of hot gasr \ rcross,is negligible, and so we assume There-Mcld(r) \ Mcld(rcross).fore, we compute by solvingMcld(r)

dMcld
dr

\ 4
5
6
0
0

[A(r)o
h
(r) r [ rcross ,

0 r \ rcross ,
(19)

subject to the boundary value of Explicit expres-Mcld(rcross).sions for A(r) and are given in Appendix C.Mcld(r)
3.2. Cloud Kinematics

The hot gas surrounding the clouds will exert a drag force
opposing their radial infall. Assuming that the drag is
caused by momentum imparted to the clouds by hot gas
swept up during infall, we Ðnd the radial equation of motion
to be

d
dt

(Mcld V
r
) \ Mcld g(r) , (20)

where g(r) is the gravitational acceleration, and the radial
velocity, is positive for infalling bodies. ItV

r
\ [dr/dt,

follows that

dV
r
2

dr
]
AdlnMcld2

dr
B
V

r
2 \ [2g(r) (21)

(which corresponds to the case of Benjamin &C
D

\ 2
Danly 1997). The solution to equation (21) is

V
r
2(r) \ 2

Mcld2 (r)
P
r

rstart
dr@g(r@)Mcld2 (r@) ] V

r
2(rstart) , (22)

where we have computed the radial velocity of a cloud that
starts to infall from an initial radius with an initialr \ rstartvelocity Note that this expression ignores fragmen-V

r
(rstart).tation of the clouds due to Kelvin-Helmholtz instabilities,

which may be important (Lin & Murray 2000).
To compute we assume that the clouds infall fromV

r
(r),

rest at As a result, we solve equation (22) withr \ rmin.and The resulting are valid inrstart\ rmin V
r
(rstart) \ 0. V

r
(r)

the interval The solution for actsr \ [rcross, rmin]. V
r
(rcross)as boundary condition in the Ðrst of two scenarios we con-

sider for obtaining atV
r
(r) r \ rcross.
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In the Ðrst scenario, clouds at follow pressure-r \ rcrossfree ballistic trajectories along which InMcld(r)\ const.
halos with we solve equation (22) by assumingrcross\ rmin,and let equal the obtained fromrstart\ rcross V

r
(rstart) V

r
(rcross)the solution at For halos with greater thanr [ rcross. rcrosswe solve equation (22) by assuming andrmin, rstart\ rmini.e., the clouds undergo ballistic infall from restV

r
(rstart)\ 0 ;

at r \ rmin.In the second scenario, we assume that the cloud kine-
matics at are dominated by random motions.r \ rcrossThese may be generated by feedback from supernova rem-
nants arising from star formation stimulated in cloud-cloud
collisions. Such scenarios have been suggested to solve the
““ cooling catastrophe ÏÏ characterizing the hierarchical build
up of galaxy-scale structure in most CDM models (White &
Frenk 1991). We obtain the velocity dispersion of the clouds
by solving the Jeans equations for the radial velocityp

r
,

dispersion for a system of clouds with (1) an isotropic veloc-
ity distribution, (2) an average density distribution given by

and (3) the gravitational Ðeld of an NFW halo (see eq.o
c
(r),

[D4] in Appendix D). We then randomly draw the veloci-
ties of individual clouds from a Gaussian velocity distribu-
tion with dispersion given by p

r
.

We emphasize that our model is most uncertain for low-
mass halos. This is because the underlying assumption of
pressure equilibrium, which allowed MM to compute the
properties of the clouds, breaks down throughout the infal-
ling gas for halos with km s~1. In these halosV200 \ 100
the properties of individual clouds are difficult to compute,
because without a conÐning medium the clouds become
indistinguishable at Our approach to thisr \ rcross.problem is to assume that the line of sight traverses a
medium containing ““ cloudlike ÏÏ structures with Ðxed
masses and that these give rise to C IV absorption lines. This
assumption needs to tested with high-resolution hydrody-
namical simulations of gas at that is subject tor \ rcrossinput of mechanical energy. We have also assumed that
equation (17) is valid to obtain the average density of the
cool gas in every model. While this expression, which is
based on mass conservation for infalling gas, is physically
justiÐed in the case of systematic infall, it is arbitrary when
the gas kinematics are dominated by random motions.
Nevertheless, we believe that the results should provide
insights into the observational consequences of random
motions (see ° 6).

3.3. Absorption Properties of the Cool Gas
In order to compute C IV absorption proÐles produced by

the infalling clouds, we select their locations along the line
of sight from the cumulative interception probability func-
tion,

F(\ s)\ /
smin
s dy[o

c
(r(y))/Mcld(r(y))]A(r(y))

/
smin
smax dy[o

c
(r(y))/Mcld(r(y))]A(r(y))

,

r \ Jy2] b2 , (23)

where the path integral propagates along a sight line with
impact parameter b (where b is the distance in the plane of
the sky separating the QSO sight line from the center of the
galaxy), and Wesmax \ (rmin2 [ b2)1@2, smin\ [smax.compute the C IV column density of a given cloud,NC IV

cld (r),
from the expression

NC IV
cld (r)\ XC IV

(r)NHcld , (24)

where the total H column density, i.e., H0] H`, of the
cloud is given by

NHcld(r) \
3J2Mcld(r)S
4kmH A(r)

, (25)

and the ratio of C`3 to total hydrogen volumeXC IV
(r),

densities, is assumed to depend only on r, the distance of the
cloud from the center of the galaxy. To account for varia-
tions in caused by the variations of sight-line locationsNC IV

cld
across the projected face of the cloud, we have introduced
the uniform deviate S, which selects random numbers from
the interval S \ (0, We evaluate by assumingJ2). XC IV

(r)

XC IV
(r) \ XC IV

(R
d
)(R

d
/r)b . (26)

To determine and b, we compute the average CXC IV
(R

d
)

IV column density, whereNC IV
(b),

NC IV
(b) \

P
smin

smax
dsXC IV

(r(s))
Co

c
(r(s))

kmH

D
,

r \ Js2] b2 . (27)

We Ðnd that

NC IV
(b) \ K

AR
d

b
B1`b

, (28)

where

K \ 2C1
kmH

X(R
d
)

R
d

P
0

xmax dx
(1] x2)1`b@2 , (29)

and where We then require thexmax \ [(rmin/b)2 [ 1]1@2.
total C IV column density in clouds to agree withncldwithin some accuracy v, i.e.,NC IV

(b)

K ;
i/1ncld NC IV

cld (r
i
)

NC IV
(b)

[ 1
K
¹ v , (30)

where v\ 0.2 We adjust the input parameters K and b by
comparing empirical and model-generated frequency dis-
tributions of C IV column densities (see Fig. 6 below), and
compute from equation (29).X(R

d
)

4. RESULTS OF MONTE CARLO SIMULATIONS : LOW-ION

GAS

4.1. CDM
Assume the low-ion gas to be in disks with rotation

curves normalized to at and to be ran-V200 r \ r200, V200domly drawn from the distributions in Figure 2. In that
case, the kinematics of the low-ion absorption proÐles are
determined by the form of the rotation curve, theVrot(r),value of the central column density, and the thickness ofN0,the disks, h (see PW97). Because the line width, *v, increases
with h, we follow PW97 by adopting the largest plausible
value, in order to maximize *v. As stated in ° 2.3,h \ 0.3R

d
,

equals either or We also make twoVrot(r) V200 f
V
V200.assumptions about Either is equal to the centralN0. N0column density in adiabatically contracted NFW halos,

or cm~2, where the latter value is meantN0MMW, N0 \ 1021.2
to illustrate scenarios in which star formation has con-
sumed most of the disk gas (the value of does not a†ectR

dlow-ion kinematics, since they are independent of the abso-
lute scale length [PW97]). As a result, the kinematics of the
low ions are represented by four independent models.
Because each of these will be linked to two kinematic



610 WOLFE & PROCHASKA Vol. 545

TABLE 2

DISK-HALO MODELS

N0\ N0MMW or N0Cora N0\ 1021.2 cm~2

Vrot \ V200 Vrot \ f
V

V200 Vrot \ V200 Vrot \ f
V

V200

MODEL Ballistic Random Ballistic Random Ballistic Random Ballistic Random

MfVB . . . . . . . . . . . . ] . . . . . . . . . . . . . . .
MV2B . . . . . . ] . . . . . . . . . . . . . . . . . . . . .
MfVR . . . . . . . . . . . . . . . ] . . . . . . . . . . . .
MV2R . . . . . . . . . ] . . . . . . . . . . . . . . . . . .
NfVB . . . . . . . . . . . . . . . . . . . . . . . . . ] . . .
NV2B . . . . . . . . . . . . . . . . . . ] . . . . . . . . .
NfVR . . . . . . . . . . . . . . . . . . . . . . . . . . . . ]
NV2R . . . . . . . . . . . . . . . . . . . . . ] . . . . . .

a Central column density perpendicular to the disk given by equations (3) and (8) for CDM models and by(N0MMW)
equation (6) for TF models(N0Cor)

models of the ionized gas (discussed in ° 3.2.1), we consider a
total of eight kinematic models for each cosmogony. Their
properties are summarized in Table 2. The models are
designated by four letters ; the Ðrst, M or N, speciÐes
whether or 1021.2 cm~2 ; the second, V2 or fV,N0\ N0MMW
speciÐes whether or and the third, RVrot(r)\ V200 f

V
V200 ;

or B, indicates whether the velocity Ðeld at isr \ rcrossdominated by random motions or ballistic infall. Thus, the
model MV2B has a disk with MMW central column
density, disk rotation speed given by and ballisticV200,infall at Because the low-ion kinematics of modelsr \ rcross.MfVB, MV2B, NfVB, and NV2B are equivalent to those of
models MfVR, MV2R, NfVR, and NV2R, we discuss
low-ion results only for the former group.

For a given we Ðnd that our single-disk CDMV200,models with result in *v that are larger thanVrot(r)\ f
V

V200predicted by Kau†mann (1996), who did not correct for the
gravitational contributions of the disk or adiabatically con-
tracted halos to the disk rotation curves. Even so, none of
our CDM models reproduces the observed low-ion *v dis-
tribution. This is contrary to the expectations of MMW,
who conjectured that the higher produced by theVrot(r)more realistic rotation curves would result in a *v distribu-
tion compatible with observations. The reasons this does
not occur are illustrated in Figure 2. In every case, the
median of the intercepted disks is much less than 100V200km s~1. Because the *v predicted for rotating disks typi-
cally equals the predicted median *v will be muchV200/3,
less than 50 km s~1. By contrast, the median *v of the
observed distribution is about 80 km s~1.

Figure 5 shows the results for model NfVB in each CDM
cosmogony. With and cm~2,Vrot(r)\ f

V
V200 N0\ 1021.2

this model yields the best-case results because it generates
the largest *v of the four models. The larger velocity widths
follow (1) from the higher rotation speeds, and (2) because
the relatively low central column density of model NfVB
results in smaller impact parameters out to the threshold
column density N(H I)\ 2 ] 1020 cm~2, and smaller
impact parameters cause larger *v (PW97). Nevertheless,
application of the Kolmogorov-Smirnov (KS) test shows
that none of these models is likely to Ðt the data (see Fig. 5).
This conclusion also holds for ICDM, even though ICDM
predicts a larger fraction of halos than the otherhigh-V200CDM models. This is because ICDM is also a hierarchical
model (Peebles 1999a, 1999b), and as a result a large frac-
tion of the protogalactic mass distribution is in halos with

km s~1.V200\ 100

4.2. T F
In the TF cosmogony, we let equal either the empiri-N0cally determined or 1021.2 cm~2. As discussed pre-N0Corviously, in all TF models, where theVrot(r) \ Vmaxdistribution of is shown in Figure 2. Figure 5 alsoVmaxshows the model NfVB results for TF. Here the *v test

yields While lower than thePKS(*v) \ 0.12. PKS(*v)\ 0.65
exhibited by models in which every halo has Vrot(r)\ 250
km s~1 (PW97), this KS probability is sufficiently large that
the more realistic TF model cannot be excluded. We check
the robustness of these results for the TF and CDM models
in ° 6.

5. RESULTS OF MONTE CARLO SIMULATIONS :
IONIZED GAS

5.1. Normalization
In order to Ðt the simulations to the data, it is necessary

to specify the function where b is the impact param-NC IV
(b),

eter. This function is crucial, since it constrains kinematic
quantities such as for the C IV proÐles by Ðxing the*vC IVnumber of clouds per line of sight (see eq. [30]). We normal-
ize by determining the parameters K and b (eqs.NC IV

(b)
[28] and [29]) from comparisons between model and
empirically determined frequency distributions of C IV

column densities, The latter is the product of thef (NC IV
, z).

number of damped Lya systems per unit ““ absorption dis-
tance,ÏÏ dn/dX, times the conditional distribution ofg(NC IV

),
C IV column densities given the presence of a damped Lya
system. We Ðnd that

f (NC IV
, z) \ dn

dz
AdX

dz
B~1

g(NC IV
) ,

dX
dz

\ (1] z)2
[(1] z)2(1] )

M
z) [ z(z] 2))"]1@2 . (31)

Because damped Lya systems are H I selected, the function
g will depend on the di†erential area of the inclined H I

disks giving rise to damped Lya absorption. As a result, the
g will depend on impact parameter, b, and hence on K and b
through equations (28) and (29). We adjust K and b by
comparing model and empirical f (NC IV

, z).



No. 2, 2000 IONIZED GAS IN DAMPED Lya PROTOGALAXIES. II. 611

FIG. 5.ÈComparison between empirical and Monte Carlo distributions of low-ion test statistics for SCDM, "CDM, OCDM, ICDM, and TF cos-
mogonies. Results are shown for NfVB model compare distributions of (a) *v, (b) (c) and (d) test statistics, which are deÐned in Paper I. BrieÑyfmm, fedg, ftpkstated, these quantities are (a) the absorption velocity interval, (b) the normalized di†erence between the mean and median velocity, (c) the di†erence between
the velocity of the strongest component and the mean velocity, and (d) the di†erence between the velocity of the second-strongest component and the mean
velocity. The quantity is the KS probability that model and empirical distributions are drawn from the same parent population.PKS

We constructed the empirical from the 32 C IVg(NC IV
)

column densities inferred from the proÐles in Figure 1 of
Paper I (the actual column densities are reported in Pro-
chaska & Wolfe 1999 and in Lu et al. 1996). To obtain the
empirical we adopted the "CDM model and letf (NC IV

, z),
dn/dz\ 0.22, which is appropriate for the mean redshift of

this sample. The results are shown as points with error bars
in Figure 6. We compare this with the predictions for
models MfVB and NfVB in the case of a "CDM cosmol-
ogy. The results are valid for all M and N models, respec-
tively. This is because depends on the distribution off (NC IV

)
impact parameters, but is independent of rotation speed
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FIG. 6.ÈComparison between empirical and model C IV column
density distributions. The points with error bars show data. The solid and
long-dashed curves show predictions for MfVB and NfVB models, b \ 1.5
and the "CDM cosmogony. The short-dashed curve corresponds to the
MM model for halos with km s~1 and in which b B[1.V200[ 150

and infall kinematics. In both classes of models, b \ 1.5
provides a good Ðt to the data, while K \ 2 ] 1015 cm~2
for model MfVB and 2] 1014 cm~2 for model NfVB.
When MM computed for cool halo gas photoion-NC IV

(b)
ized by background radiation, they found K and b to vary
with in contrast to our assumption of uniform K andV200,
b for halos of all masses. Fortunately, the C IV velocity
proÐles are independent of K, because both andNC IV

NC IV
cld

are linearly dependent on K, and as a result K drops out of
the determination of which is crucial in determining thencld,velocity proÐle widths (see eq. [30]). On the other hand, the
proÐles do depend on b. Figure 6 shows that b \ [0.9,
which corresponds to the MM results for halos with

km s~1, results in poor Ðts to the data. There-V200 [ 150
fore, the b B 1.5 assumption is consistent with the C IV data
and is used in the calculations that follow.

5.2. Test Statistics
5.2.1. CDM Models

In Figure 7a we compare the empirical distribution*vC IVwith predictions by the "CDM cosmogony. We only show
results for the case since halo kinematicsVrot(r)\ V200,
should be una†ected by disk rotation speed for halos of a
given mass. We ignore results for the and sta-fmm, fedg, ftpktistics, because in the case of C IV kinematics, is the*vC IVmost sensitive test statistic for testing any of the models.

The principal di†erence between the distributions in Figure
7a stems from the di†erent velocity Ðelds at r ¹ rcross.Models with ballistic infall (MV2B and NV2B) predict
larger median than models with random motions*vC IV(MV2R and NV2R). For a given the ballistic models areN0,
in slightly better agreement with the data, because the larger

are closer to the observed values.*vC IVThe value of also causes di†erences between the dis-N0tributions. Comparison between ballistic infall models
MV2B and NV2B shows that MV2B predicts lower median

than NV2B. This is because the higher of model*vC IV
N0MV2B results in larger impact parameters, which then

cause the sight lines to sample the halos at larger radii,
where the infall velocities are smaller. In this case, the lower

of the MV2B model is in better agreement with the*vC IVdata. At the same time, model MV2R is in better agreement
with the data than NV2R, because the smaller impact pa-
rameters predicted by the latter model result in more sight
lines traversing the region, where random motionsr ¹ rcrossgive rise to that are also lower.*vC IVThe third di†erence between the *v distributions depends
on the assumed cosmogony. In Figure 7b we use the NfVR
model to illustrate the e†ects of the assumed cosmology.
The cosmogonies di†er according to the fraction of halos
with large a fraction that increases along the SCDMV200,] ICDM sequence. In every cosmogony in this Ðgure, a
““ spike ÏÏ in the distribution at km s~1 is*vC IV

*vC IV
\ 50

present and increases in strength along the sequence. The
spike arises from sight lines traversing the outer regions of
high-mass halos at large impact parameters. The high pres-
sure of hot gas in massive halos (see Fig. 3) compresses the
clouds, thereby reducing their cross sections. For clouds of
Ðxed mass, the result is an increase in column density. In
most cases, only one cloud is required to satisfy equation
(30) at large b where is small. The spike occurs atNC IVkm s~1, because this is the FWHM of the proÐle*vC IV

\ 50
caused by a single cloud with an assumed internal velocity
dispersion of km s~1. In fact, this value of waspint \ 25 pintchosen to reproduce the narrowest C IV proÐles in our
sample.

It is worth noting that despite their di†erences, most of
the models yield large values. This is in contrastPKS(*vC IV

)
to tests of low-ion kinematics. In that case, all the PKS(*vlow)
values were too small ; i.e., none of the models was compat-
ible with the observed distribution of low-ion *v. This could
imply that while the infall interpretation for the high ions is
correct, the disk interpretation for the low ions is incorrect.

5.2.2. T F Models

Figure 7b also compares the data with the predictions of
the TF cosmogony. In this case, equals orV200 Vmax Vmax/fV,
where the are the input disk rotation speeds. As aVmaxresult, the CDM degeneracy of with respect to disk*vC IVrotation speed is broken in the TF models. We show results
for some examples to illustrate this e†ect. As expected, the
*v\ 50 km s~1 spike is highest for the NV2R model where

Because of the larger fraction of halos withV200\ Vmax.high the median *vÏs are higher than in the CDMV200,models. Agreement with the empirical distribution*vC IVimproves in the case of random motions at andr \ rcrosswhen i.e., with the NfVR model [note thatV200\ Vmax/fV ;
the higher value of the NV2R model is an arti-PKS(*vC IV

)
fact due to the large-amplitude spike at km*vC IV

\ 50
s~1], but the values are still less than 0.05.PKS(*vC IV

)
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FIG. 7.ÈComparison between empirical and Monte Carlo distribution of (a) Results for "CDM cosmogony and MV2B, MV2R, NV2B, and*vC IV
.

NV2R models. (b) Results for SCDM through ICDM cosmogonies and NfVR model, and for TF cosmogony with NV2R and NfVR models.

5.3. Correlation Tests
In Figure 8, we compare empirical and predicted dis-

tributions of dv and These are the di†erences betweenfratio.the mean velocities of the C IV and low-ion velocity proÐles
and the ratio respectively. A comparison*vC IV

/*vlow,
between empirical and predicted cross-correlation functions
for the C IV versus low-ion velocity proÐles is also shown.

5.3.1. dv Test

In CDM, all the models pass the dv test at more than
83% conÐdence. In Figure 8a we use "CDM to illustrate

the e†ects of (1) disk rotation speed, (2) impact parameter,
and (3) halo velocity Ðeld. Comparison between the MfVB
and MV2B models shows that disk rotation speed is the
most important e†ect. SpeciÐcally, increases signiÐ-PKS(dv)
cantly when decreases from to ThisV200 f

V
V200 V200.behavior is straightforward to explain. In the disk-halo

models, the half-width of the dv distribution is roughly
equal to the sample average of This is becauseVrot(r) sin i.
the prototypical C IV proÐle comprises two widely separat-
ed absorption components symmetrically displaced about
the systemic velocity of the halo. As a result, the mean
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FIG. 8.ÈCorrelation tests. (a) Comparison between empirical and Monte Carlo distributions of dv for "CDM cosmogony and MfVB, MfVR, MV2B, and
NfVB models. The NfVB model is used with the TF cosmogony. (b) Same as (a), but is substituted for dv statistic. (c) Comparison between empirical andfratioMonte Carlo predictions of m(v) for C IV vs. low-ion. Same models as in (a) and (b) are used. Curves show data (dark solid curve), "CDM MfVB model (dark
dashed curve), "CDM MfVR model (dark dot-dashed curve), "CDM MV2B model (light solid curve), "CDM NfVB model (light dashed curve), and TF NfVB
model (light dot-dashed curve).

velocity of the C IV proÐle equals the systemic velocity. On
the other hand, the low-ion proÐle consists of multiple con-
tiguous components comprising a single feature that is dis-
placed to either side of the systemic velocity. In this case, the
mean velocity of the low-ion proÐle is separated by D

from the systemic velocity. Consequently, theVrot(r) sin i
B75 km s~1 half-width of the observed distribution limits
the fraction of rapidly rotating disks. This constraint is

especially severe for the TF models, in which rotation
speeds exceeding 200 km s~1 are typical.

On the other hand, the e†ects of the impact parameter are
not as signiÐcant. This is because the impact parameter
a†ects the width of the velocity features rather than the
location of their velocity centroids. This explains why the
MfVB and NfVB results are so similar. Furthermore, the
e†ect of the halo velocity Ðeld is even less important, as
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shown by comparison between the MfVB and MfVR
results. This tells us that for a sufficient number of C IV

clouds, the location of the velocity centroid of the C IV

proÐle is independent of whether the clouds are infalling or
moving randomly. Therefore, dv is set by the magnitude of
Vrot(r).

Test5.3.2. fratio
A natural consequence of the disk-halo hypothesis is the

prediction Because the infall velocities of the highfratio º 1.
ions and the rotation speeds of the low ions occur in the
same potential well, they both scale linearly with V200.
However, owing to projection e†ects, the line-of-sight veloc-
ity gradients due to radial infall will exceed those due to
rotation. Thus, will be larger than However,*vC IV

*vlow.
the ratios are too large in most CDM models, because of the
small and the larger As a result, the best-case*vlow *vC IV

.
models are those with large for the disks and randomVrot(r)motions at for the halos. The best model is MfVR,r ¹ rcrossas shown in Figure 8b. The TF models also produce fratiothat are too high, because in most halos the sight lines
intercept the region where large infall velocitiesr [ rcross,are present.

5.3.3. Cross-Correlation Function

None of the models, neither CDM nor TF, predicts a
cross-correlation function with large enough amplitude to
Ðt the data. The reason for this is insufficient overlap in
velocity space between the C IV and low-ion proÐles. In
Figure 8c, the best-case model is MfVR, indicating that
more overlap occurs when the C IV clouds experience
random motions at Even better agreement isr ¹ rcross.obtained with model MV2R (not shown), implying that
overlap increases when the rotation speed of the disk is
reduced. This interpretation is supported by the results for
the TF models, which exhibit the worst agreement with the
data. The TF models predict the largest fraction of halos
with high and the lowest fraction of low-mass halos inVrot(r)which random motions dominate the velocity Ðeld at r \
rcross.

5.4. Model Summary
In summary, we Ðnd the following results for the models

we have tested so far :

1. While the extent of the low-ion *v distribution rules
out the single-disk semianalytic CDM models, it is compat-
ible with the TF models (see also Jedamzik & Prochaska
1998).

2. The C IV *v distribution is compatible with most of
the CDM models. In the example shown in Figure 7, the
best agreement with the data occurs for models with (1)
ballistic infall at and (2) central disk column den-r ¹ rcrosssities given by The best agreement with the TFN0MMW.
models is for ballistic infall, andN0\N0MMW, V200\
Vmax/fV.

3. The dv distribution is compatible with all the CDM
models, but is too narrow for the TF models. This is a
reÑection of the low predicted by CDM and the highVrot(r)predicted by the TF models.Vrot(r)4. Most of the CDM models predict distributionsfratiowith median values that are too large. This stems from the
low values predicted for The same problem holds forVrot(r).

the TF models, but in this case the high stems from thefratiohigh values of In both cosmogonies, some models*vC IV
.

cannot be ruled out.
5. None of the models predicts C IV versus low-ion cross-

correlation functions in agreement with the data.

6. PARAMETER TESTS

The results of the last section can be summarized as
follows : When the free parameters of a given model are
adjusted to satisfy one test, the model inevitably fails a
di†erent test. If this is a generic feature of the disk-halo
models, then they may not apply to the damped Lya
systems. This is an important conclusion, and we wish to
determine how robust it actually is. Indeed, the models are
characterized by several free parameters that are not well
determined, and it is possible we have not found the optimal
set. For this reason, we now investigate the sensitivity of our
conclusions to variations of these parameters.

In a series of trial runs, we found the model kinematics to
be most sensitive to three parameters. The Ðrst is the central
perpendicular column density, Because the range ofN0.impact parameters is limited by it inÑuences bothN0, *vC IVand To test the dependence of the kinematics on this*vlow.
quantity, we simulate H I disks with ranging betweenN01020.8 and 1022.2 cm~2. These values cover the low column
densities of the N models and approach the high values of
the M models. The second parameter is the low-endVcut,cuto† to the distribution of input in the CDM modelsV200or of input in the TF models. The kinematic resultsVmaxshould be sensitive to especially in the case of CDM,Vcut,where it is at the peak of the distribution (see Fig. 2).V200The value used in our models, km s~1, is imposedVcut\ 30
by thermal expansion of photoionized gas out of the poten-
tial wells of halos with lower than this (Thoul & Wein-V200berg 1995). However, feedback due to supernova explosions
might drive gas out of disks with as large as 100 kmV200s~1 (see Dekel & Silk 1986 ; but see also MacLow & Ferrara
1999). For these reasons, we let vary between 30 andVcut120 km s~1. The third parameter is the C IV column density
per cloud, The deÐnition given in equations (25)È(27)NC IV

cld .
is for a spherical cloud of a given mass and C`3/H ratio, i.e.,

To account for deviations from spherical symmetry orXC IV
.

from our deÐnition of (see eq. [26]), we introduce theXC IVparameter which is the ratio of the true C IV columnqC IV
,

density to our model deÐnition. We let vary betweenqC IV0.1 and 1.3. In order to supply the total C IV column density
required at a given impact parameter, the number of clouds
must increase as decreases. This a†ects the C IV kine-qC IVmatics, because will increase with cloud number.*vC IV

6.1. CDM
The results of the parameter tests are summarized in

Figure 9, which shows isoprobability contours in the Vcutversus plane. The contours correspond to 0.01, 0.05, andN00.32 for (Fig. 9a), (Fig. 9b),PKS(*vlow) PKS(*vC IV
) PKS(dv)

(Fig. 9c), and (Fig. 9d). We show results forPKS(fratio) qC IV
\

since smaller values are found to result in that are1.0, fratiotoo large. We choose a variant of the NfVR model in which
is a free parameter. We abandon ballistic infall in favorN0of random motions at because we Ðnd thatr \ rcross,random motions produce more overlap in velocity space
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FIG. 9.ÈIsoprobability contours in vs. plane resulting from parameter search of "CDM cosmogony, where NfVR model is assumed, in whichVcut N0 N0is a free parameter and where Contours correspond to (solid lines), 0.05 (dotted lines), and 0.01 (dashed lines). Tests are (a) (b)qC IV
\ 1.0. PKS\ 0.32 *vlow,

(c) dv, and (d)*vC IV
, fratio.

between low-ion and C IV proÐles, and as a result they
produce better agreement between model predictions and
the empirical test statistics.

Figure 9a shows the results for the low-ion *v test. As
expected, models with the standard value km s~1Vcut \ 30
are improbable for reasonable values of Rather,N0. Vcutincreases along the contour from 35 kmPKS(*vlow)\ 0.05
s~1 at cm~2 to 105 km s~1 atlog N0\ 20.8 log N0 \ 22.0
cm~2. An increase in means larger impact parameters,N0

which in turn imply smaller (see ° 5.1). Therefore, an*vlowincrease in must accompany the increase in to boostVcut N0the fraction of halos required to maintain thehigh-V200extent of the distribution. By contrast, Figure 9b*vlowshows that hardly varies with along theVcut N0 PKS(*vC IV
)

contours. In our CDM models, most sight lines traverse
halos with low where cloud motions in NfVR modelsV200,are dominated by random velocities drawn from a Gaussian
with a dispersion that is an insensitive function of radius
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(eq. [D4]). Consequently, will be independent of*vC IVimpact parameter and hence independent of Therefore,N0.
need not vary with to maintain the extent of theVcut N0distribution.*vC IVFigures 9c and 9d show the isoprobability contours for

the dv and tests. In Figure 9c, none of the contours risefratioto in the versus plane. The shape ofPKS(dv)\ 0.32 Vcut N0the contour has the following implications.PKS(dv)\ 0.05
First, the insensitivity of the contour to just indicatesN0that the displacement of the low-ion velocity centroid from
the systemic velocity of the galaxy is determined by rotation
speed rather than Second, models with km*vlow. Vcut[ 55
s~1 are highly unlikely, since they produce dv that are too
large. In Figure 9d, decreases with increasing alongN0 Vcutall isoprobability contours. Because increases with*vC IVincreasing must show a corresponding decrease toVcut, N0boost Otherwise, becomes larger than observed.*vlow. fratioFigure 10 shows the contours from the pre-PKS\ 0.05
vious Ðgure. The horizontal lines trace out the region in the

versus plane in which for all four tests ;Vcut N0 PKS º 0.05
i.e., the parameter space of acceptable models. Physically,
the resulting range of (i.e., 35È50 km s~1) is acceptableVcutfor models in which gas photoionized by ionizing back-
ground radiation escapes from low-mass halos (Thoul &
Weinberg 1995 ; Navarro & Steinmetz 1997). On the other
hand, the upper limit on (i.e., cm~2) mayN0 log N0\ 21.2
be too low to explain the shape of the H I column density
distribution function (see ° 7). Furthermore, this Ðgure indi-
cates that these models may not be viable, since they occupy

FIG. 10.ÈSolid lines show contours corresponding to inPKS\ 0.05
Fig. 9. The region in which for all four tests is denoted byPKSº 0.095
horizontal lines.

a small fraction of the depicted parameter space. Note that
the horizontal dv contour at km s~1 is crucial inVcutB 50
restricting the acceptable region to such a small area.
Because dv is set by rotation speed, we investigated the
NV2R models to determine whether the lower rotation
speeds would enlarge the acceptable region. The results are
shown in Figure 11. As predicted, the lower rotation speeds
lift the restricting dv contour from B50 to B95 km s~1.
However, the lower rotation speeds also increase withfratio,a consequent lowering of the contour in FigurePKS( fratio)11d. Consequently, there is no region in the versusVcut N0plane in which all four tests result in for thePKSº 0.05
NV2R model. Therefore, our conclusion concerning the size
of acceptable regions in parameter space appears to be
robust.

Turning to the cross-correlation function, we Ðnd that
none of the models within the range of and depictedVcut N0in Figure 9 results in C IV versus low-ion cross-correlation
functions with acceptable s2 values. Apparently, the com-
bination of radial infall and disk rotation produce C IV and
low-ion absorption proÐles with insufficient overlap in
velocity space to explain the data. Better agreement is
obtained when cm~2. However, column den-log N0[ 23
sities this high are ruled out by the other tests. We return to
this dilemma in ° 7.

In summary, by varying and we ÐndVcut, N0, qC IV
,

regions of parameter space in which the "CDM models are
in better agreement with the data than for the ““ standard ÏÏ
values of the parameters adopted above. This is especially
true for the low-ion *v test, which ruled out most of the
““ standard ÏÏ models (where km s~1). However, theVcut \ 30
models may still not be viable because of the restricted
range of allowable parameters, and because none of the
models is compatible with the C IV versus low-ion cross-
correlation function.

6.2. T F
The corresponding results for the TF models are shown

in Figure 12. In this case, the best-Ðt value of is 1.3.qC IVFigure 12a illustrates the results for the low-ion *v test. The
Ðgure shows the contour to enclose aPKS(*vlow) \ 0.05
larger area of parameter space than in the CDM case. As in
CDM, increases with along isoprobability contours.Vcut N0However, the contours are less sensitive to*vlow Vcut,because the input halo distribution does not peak at asVcut,in CDM (see Fig. 2). Figure 12b shows that in contrast to
CDM, the contours are sensitive functions ofPKS(*vC IV

)
This is because in the TF model, more sight lines tra-N0.verse high halos where C IV clouds undergo infall atV200and as a result is a sensitive function ofr [ rcross, *vC IVimpact parameter, and therefore of N0.The results for the dv and tests are plotted in Figuresfratio12c and 12d. All the models result in Clearly,PKS(dv) \ 0.05.

the large fraction of rapidly rotating disks encountered in
the TF model produces dv that are too high. By contrast, the
results for the lead to throughout thefratio PKS(dv) [ 0.05
parameter space depicted in the Ðgure, except for the upper
right portion, where However, part of thePKS(dv) [ 0.32.
improvement here is caused by spikes in the distribu-*vC IVtion near 50 km s~1, which prevent from exceedingfratioobserved values when the are small. While the physi-*vlowcal basis for such spikes is understood (see ° 5.2.1), they have
not been conÐrmed by the data. As in CDM, none of the TF
models produces C IV versus low-ion cross-correlation func-
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FIG. 11.ÈSame as Fig. 9, but with NV2R model

tions with acceptable s2 values. In fact, the higher fraction
of disks with large rotation speeds predicted by the TF
model increases the displacement between low-ion and C IV

proÐles, which produces even lower cross-correlation
amplitudes than in the CDM models.

We also tested the sensitivity of the TF model results to
variations of (1) c and the power-law exponent andV

*
,

Ðducial rotation speed in the Tully-Fisher relation (see eq.
[13]), and (2) the Schecter function exponent, a (see eq.
[15]). Within the parameter range 3 \ c \ 4 (cf. Giovanelli
et al. 1997 ; Sakai et al. 2000), the test statistic distributions
do not change signiÐcantly. In contrast, increasing a above

1.2 reduces signiÐcantly, owing to the larger fraction*vlowof low-mass halos. This would occur if the damped Lya
galaxies were drawn from the luminosity function measured
for the Lyman-break galaxies (Steidel et al. 1999), since in
that case a \ 1.6 (see ° 2.1). Overall, however, the improve-
ment of the model is poor, because increases to unac-fratioceptably high values. The results also change when we vary

above 280 km s~1 or below 220 km s~1. Yet in bothV
*cases, the model does better against some tests and worse

against others. In no case did the TF model pass all four
tests at more than 95% conÐdence, nor did the Ðts of the
cross-correlation function become acceptable. In that sense,
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FIG. 12.ÈSame as Fig. 9, but for TF cosmogony

the TF models are in worse agreement with the data than
the CDM models.

7. SUMMARY AND CONCLUDING REMARKS

We used accurate kinematic data acquired for a sample of
35 damped Lya systems to test the standard paradigm of
galaxy formation ; i.e., the scenario in which galaxies evolve
from the dissipative collapse of virialized gaseous halos
onto rotating disks. The data were presented in the form of
velocity proÐles of high ions, intermediate ions, and low

ions in Paper I. In this paper we considered semianalytic
models, speciÐcally the MMW models, in which centrifu-
gally supported exponential disks are located at the centers
of dark matter halos drawn from mass distributions predict-
ed by standard CDM cosmogonies, and where infall of
ionized gas from the halo occurs. We also considered the
null hypothesis that current disk galaxies were in place at
z[ 3 (the TF models). We tested the models with Monte
Carlo techniques by comparing distributions of test sta-
tistics generated from observed and model velocity proÐles.
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We utilized eight test statistics : and for*vlow, fedg, fmm, ftpkthe low-ion proÐles (see Paper I), for the C IV proÐles,*vC IVand dv, and m(v) for comparing low-ion and C IV pro-fratio,Ðles.
First, we discuss the general implications of our work. As

discussed in Paper I, velocity proÐles overlapping in veloc-
ity space in such a way that are naturally*vC IV

º*vlowreproduced by scenarios in which low-ion and high-ion
kinematic subsystems are in the same gravitational poten-
tial well. In the collapse scenario, the velocity Ðelds of both
subsystems scale as yet more of is projectedV200, V200along the line of sight by gas undergoing radial infall than
by gas conÐned to rotating disks. This was conÐrmed by
our Monte Carlo simulations of the radial infall of ionized
gas clouds onto neutral rotating disks. Indeed, in some
cases the infall velocities exceed resulting inV200,ratios that are too large. By contrast, scenarios*vC IV

/*vlowin which the high ions are embedded in gaseous outÑows
(e.g., Nulsen, Barcons, & Fabian 1998), or any Ñows not
generated by dark matter potentials determining low ion
velocities, will in general not satisfy these constraints.

Next, we discuss speciÐc conclusions arising from this
work, in particular the results of model testing. Tests of
models with the standard parameters discussed in ° 4 and ° 5
led to the following conclusions :

1. In the case of the low-ion gas, none of measured dis-
tributions of and was compatible with*vlow, fedg, fmm, ftpkthe predictions of the CDM cosmogonies at the 95% con-
Ðdence level. By comparison, the TF model was compatible
with the data at the 88% conÐdence level.

2. For the high-ion gas, we considered only the *vC IVdistribution. Comparison with the data showed CDM
models with the high column densities predicted by MMW,
i.e., were in good agreement with the data.N0\N0MMW,
CDM models with signiÐcantly lower were not as good,N0because they produced overly large For the same*vC IV

.
reasons, TF models with high were in better agreementN0with the data than those with low N0.3. To test model predictions for the relative properties of
the high- and low-ion gas, we considered the dv distribution.
The CDM models were compatible with the data, while TF
models were not. Apparently, the high rotation speed TF
disks displace the asymmetric low-ion proÐles too far from
the velocity centroids of the C IV proÐles.

4. Tests of the distributions showed that neitherfratioCDM nor TF model predictions agreed with the data at
95% conÐdence.

5. Neither the CDM nor TF models predicted C IV

versus low-ion cross-correlation functions that were com-
patible with the data at 99% conÐdence.

We then explored parameter space to determine whether
these conclusions were robust (see ° 6). We varied three
crucial parameters : and This exercise led toVcut, N0, qC IV

.
the following conclusions :

6. Figure 9 shows that the NfVR-"CDM model is com-
patible with the dv, and tests at more than*vlow, *vC IV

, fratio95% conÐdence throughout the small area of the versusVcutplane shown in Figure 10. This is a serious shortcoming,N0since the NfVR model used for the comparison is
““ optimistic,ÏÏ in that it predicts a constant velocity rotation
curve with maximum rotation speed It alsoVrot(r)\ f

V
V200.predicts low impact parameters, owing to the low value of

cm~2. In addition, a small decrease in diskN0\ 1021.2
thickness would eliminate consistency throughout param-
eter space ; i.e., the disks must be thick.

7. Figure 12 shows the NfVR-TF model to be compatible
with the and tests and incompatible with*vlow, *vC IV

, fratiothe dv test at 95% conÐdence.
8. Neither CDM nor TF models produce C IV versus

low-ion cross-correlation functions that were consistent
with the data in the parameter space shown in these Ðgures.

What have we learned from the model tests ? Because the
CDM models pass four out of Ðve tests and the TF models
pass three out of Ðve tests, the CDM models appear to be
more plausible. However, to achieve this result it was neces-
sary to adopt a Ñat rotation curve with Vrot(r)\ f

V
V200.This is the maximum rotation speed possible for a model

disk, and in realistic protogalactic disks are probablyVrot(r)lower. However, Figure 11 shows that a parameter search
for models with reveals no region in param-Vrot(r) \ V200eter space that is compatible with the four kinematic tests at
95% conÐdence. Second, the limit cm~2 indi-N0\ 1021.2
cates that exponential disk models should predict a
steepening of the column density distribution function at
N [ 1021.2 cm~2. This e†ect is not present in the data
(Wolfe et al. 1995 ; Rao & Turnshek 1999). Third, the failure
of any model to reproduce the C IV versus low-ion m(v)
indicates that signiÐcant overlap in velocity space between
the low- and high-ion velocity Ðelds was not achieved.
Fourth, the CDM models predict that most of the damped
Lya systems occur in low-mass halos, where the kinematic
state of the ionized gas is highly uncertain (see ° 3.1).

Does this mean that disk-halo models for damped Lya
systems are ruled out? We think it is premature to reach
this conclusion. Rather, we take these results to mean that if
the collapse scenario is correct, a stronger coupling between
the kinematic subsystems is required. One possibility that
comes to mind is for low ions to be associated with the
infalling C IV clouds. This would increase the low-ion line-
of-sight velocities and cause smaller di†erences between the
C IV and low-ion velocity proÐles. However, the problem
remains that there is no evidence for low ions with high-ion
kinematics. Another way to couple the subsystems is to
include the angular momentum of the halo gas. This is
neglected in the radial infall model. As the C IV clouds
approach the disk, they spin up and experience azimuthal
velocity components approaching The idea is plaus-Vrot(r).ible if the angular momentum vector of the infalling gas is
related to that of the disk, and if clouds near the disk are
likely to be detected. It is encouraging that recent N-body
simulations show the angular momenta of disk and halo to
be correlated (D. Weinberg 2000, private communication).
It is also encouraging that the density of clouds along the
line of sight is highest near the disk. Still, if this idea does
not work, one would be forced to abandon the disk-halo
hypothesis, i.e., one of the standard paradigms of galaxy
formation.

Can the kinematic data be better explained by scenarios
other than infall of ionized gas onto rotating disks of
neutral gas? First, we already discussed problems associ-
ated with outÑow models. Second, lacking analytic expres-
sions for the various quantities, it is not clear whether
numerical simulations of damped Lya systems are compat-
ible with the kinematics of the ionized gas. However, the
density contours in Haehnelt, Steinmetz, & Rauch (1998)
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show the C IV clouds to be within D10 kpc of the low-ion
clouds, in which case both would be subjected to the same
dark matter gravitational Ðeld. Because the low-ion gas is
not conÐned to rotating disks, it is not obvious why the
predicted should exceed the observed lower limit offratiounity. To satisfy this constraint, one must consider contri-
butions to the C IV proÐles from gas outside the dark matter
halos, perhaps in the fashion described by Rauch, Haehnelt,
& Steinmetz (1997) for the C IV QSO absorption lines.
Third, the scenario described by the semianalytic modeling
of Maller et al. (2000) may provide a good Ðt to the C IV

kinematics. In particular, both the low-ion and C IV kine-
matics arise from the orbital motions of mini-halos accreted
onto more massive halos with km s~1, implyingV200D 150

and that C IV and low-ion proÐles are well*vC IV
º*vlowcorrelated. The current difficulty with the model is to physi-

cally motivate the very large Mestel disks required to
explain the low-ion kinematics. In any case, performing the
tests outlined in this paper will reveal how robust these
models actually are.
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APPENDIX A

PRESS-SCHECTER THEORY FOR ICDM COSMOGONIES

According to Press-Schecter theory, the density of bound halos in the mass interval (M, M ] dM) is given by

n(M, z)dM \ [2
o
M

LF
LM

dM , (A1)

where o is the mean density of matter and F is the fraction of objects with masses ¹M that collapsed by redshift z. For
Gaussian-distributed density Ðelds, F is given by

F\ 1
2
C
1 [ erf

A d
c

J2D(z)*0(M)

BD
, (A2)

where D(z) is the density-contrast growth factor (Peebles 1980), and is the current rms density contrast with mass M.*0(M)
While equation (A2) is applicable to ACDM models, it does not apply to ICDM models, where the density contrasts are not
Gaussian distributed. Rather, we use an analytic Ðt to results of numerical computations (Peebles 1998b), which shows that in
ICDM, F is given by

F\ 0.37 exp
C
[0.67

d
c

D(z)*0(M)
D

. (A3)

For power spectra in which P(k)P kn, As a result,*0(M)P M~(n`3)@6.

ICDM:n(M, z)dM \ 0.5
o
M
AM
M

*

B(n`3)@6
exp

C
[0.67

AM
M

*

B(n`3)@6D n ] 3
6

dM
M

, (A4)

where the mass going nonlinear at redshift z, is obtained from the expression (see White 1996). OneM
*
, *0(M*

) \ d
c
/D(z)

Ðnds that

M
*
(z)\ M8

C*0(M8)
d
c

D6@(n`3)C
D(z)
D6@(n`3)

, (A5)

where the mass in a sphere with radius R\ 8 h~1 Mpc, Throughout the paper, we denoteM8 \ 5.9 ] 1014)
M

M
_

. *0(M8)by the more conventional symbol, In the case of Gaussian linear density Ðelds applicable to ACDM models, we havep8.

ACDM:n(M, z)dM \ [
S2

n
o
M

d
c

D*02
d*0
dM

exp
A
[ d

c
2

2D2*02
B
dM , (A6)

where in this case is determined by the full CDM power spectrum (Bardeen et al. 1986).*0(M)

APPENDIX B

HOT GAS IN NFW HALOS

Following MM, we assume that the hot gas is in hydrostatic equilibrium with the dark matter potential and exhibits
adiabatic temperature and density proÐles out to For the NFW rotation curves given in equation (7),rmin\ min (rcool, r200).
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the density and temperature proÐles of hot gas within are given byrmin
o
h
(r)\ o

h
(rmin)[1] 0.8ZNFW(r)]3@2, T

h
(r) \ T

h
(rmin)[1] 0.8ZNFW(r)], 0\ r \ rmin , (B1)

where

ZNFW(r)\ c
dNFW

Cln(1] x)
x

[ ln(1] xmin)
xmin

D
, x \ r

r
s
, (B2)

and

dNFW \
C

ln (1] c) [ c
1 ] c

D
. (B3)

At the hot gas either follows isothermal proÐles, when or does not exist, when Ther [ rmin, r200 [ rcool, r200 \ rcool.temperature and density of hot gas at are given byrmin
T
h
(rmin) \ Tvir (B4)

and

o
h
(rmin)\

f
g
V 2002

4nGr
s
2

c
dNFW

1
xcool(1] xcool)2

, xcool\
rcool
r
s

, (B5)

where is the mass fraction in gas. To solve for we follow MM and let where "(T ) isf
g

rcool, o
h
(rmin) \ 5(kmH)2V200 2/4"(Tvir)tM,

the cooling function. From the last equation, we Ðnd that is the root of the polynomialxcool

xcool(1] xcool)2[ c
dNFW

ARcool
r
s

B2\ 0 , (B6)

where the cooling radius of a singular isothermal sphere, is given byRcool,

Rcool \
C"(T

v
)t
M

m
d

5nGk2mH2
D1@2

(B7)

(see MM). The root of interest is given by xcoolº 1.

APPENDIX C

COOL GAS

The cool gas in the halo comprises photoionized clouds formed from hot-phase gas at wherer ¹ rmin, rmin\
Therefore, the mass of gas in the cool phase is given bymin (rcool, r200).

Mcool\ f
g
M(rmin) [ M

h
(rmin) , (C1)

where the total mass within and the mass of hot gas within are given byM(rmin), rmin, M
h
(rmin), rmin,

M(rmin) \
rminV rot2 (rmin)

G
(C2)

and

M
h
(rmin) \

P
0

rmin
4nr2o

h
(r) dr . (C3)

For NFW halos, we use the rotation curve in equation (7) to relate to equations (B1)È(B4) to compute theVrot(rmin) V200,integral in equation (C3), and Ðnally equation (B5) to evaluate The result iso
h
(rmin).

Mcool\
f
g
r200 V 2002
GdNFW

C
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(1] xmin)

[ INFW(xmin)
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D
, x \ r
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s
, (C4)

where

INFW(xmin)\
P
0

xmin
x2[1 ] 0.8ZNFW(x)] dx . (C5)

MM assume the following form for the density of the cool gas :

o
c
(r) \ Mcool

4nr2V
c
t
M

, (C6)
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where is a characteristic infall velocity. Combining the last equation with we haveV
c

o
c
(r) \ C1/r2,

C1\ f
g
r200 V 2002

4nGV
c
t
M

dNFW

C
ln (1] xmin) [

xmin
(1] xmin)

[ INFW(xmin)
(xcool)(1] xcool)2

D
. (C7)

Having obtained we compute by combining these results with equation (17). We Ðnd to be the roots of theC1, rcross rcrossfollowing equation :

r2[1] ZNFW(r)]5@2 [ C1 T
c

o
h
(rmin)Th

(rmin)
\ 0 . (C8)

We compute the cloud cross section, A(r), by combining these results with equation (18). We Ðnd that

A(r)\ n4
5
6
0
0
C2 Mcld2@3(r)[1 ] ZNFW(r)]~5@3 r [ rcross ,
C3 Mcld2@3(rcross)(r/rmin)4@3 r \ rcross ,

(C9)

where

C2\
C 3T

c
4no

h
(rmin)Th

(rmin)
D2@3

, C3\
A3rmin2
4nC1

B2@3
. (C10)

We compute the cloud mass by integrating equation (19) from to r to Ðnd at and assumermin Mcld(r) r [ rcross, Mcld(r)\at We Ðnd thatMcld(rcross) r \ rcross.

Mcld(r)\
4
5
6

0
0
Mcld(rmin)

G
1 ]

no
h
(rmin)C2 r

s
3Mcld1@3(rmin)

P
r@rs

rmin@rs
[1] 0.8ZNFW(x)]~1@6 dx

H3
r [ rcross ,

Mcld(rcross) r \ rcross .
(C11)

APPENDIX D

CLOUD KINEMATICS

The infall velocities of the clouds are computed as follows. At we compute from equation (22) by using ther [ rcross V
r
(r)

solutions for given in Appendix C and noting that the gravitational acceleration is given by FromMcld(r) g(r) \ V rot2 (r)/r.
equation (7), we Ðnd

g(r)\ V 2002 1
r
s

c
dNFW

1
x2
C
ln(1] x) [ x

1 ] x
D

, x \ r
r
s
. (D1)

At we consider two scenarios. In the case of ballistic infall, we assume For clouds with infallr \ rcross Mcld(r) \ const.
velocity at the ballistic solution for NFW halos is given byV

r
(rcross) r \ rcross,

V
r
bal(x)\

S
V

r
2(rcross)] V 2002 2c

dNFW

Cln(1] x)
x

[ ln(1] xcross)
xcross

D
, x \ r

r
s
. (D2)

In the case where the kinematics are dominated by random motions, we solve the Jeans equations for the radialp
r
(r),

velocity dispersion of the clouds, assuming locally isotropic velocity dispersions (Binney & Tremaine 1987). In this case, we
have

p
r
(r)2\ 1

l(r)
P
r

=
dx l(x)g(x) , (D3)

where l(r) is the average density of clouds. Assuming we Ðnd thatl(r) P o
c
(r),

p
r
2(r)\ V 2002 c

3dNFW

CA1
x

[ 2x2
B
ln(1] x) ] 2x2lnx ] 2x [ 1

D
, x \ r

r
s
. (D4)
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